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Abstract

High Performance Computing (HPC) based simulations are crucial

in Astrophysics & Cosmology (A&C), helping scientists investi-

gate and understand complex astrophysical phenomena. Taking

advantage of exascale computing capabilities is essential for these

efforts. However, the unprecedented architectural complexity of

exascale systems impacts legacy codes. The SPACE Centre of Excel-

lence (CoE) aims to re-engineer key astrophysical codes to tackle

new computational challenges by adopting innovative program-

ming paradigms and software (SW) solutions. SPACE brings to-

gether scientists, code developers, HPC experts, hardware (HW)

manufacturers, and SW developers. This collaboration enhances

exascale A&C applications, promoting the use of exascale and post-

exascale computing capabilities. Additionally, SPACE addresses

high-performance data analysis for the massive data outputs from

exascale simulations andmodern observations, usingmachine learn-

ing (ML) and visualisation tools. The project facilitates applica-

tion deployment across platforms by focusing on code repositories

and data sharing, integrating European astrophysical communi-

ties around exascale computing with standardised SW and data

protocols.
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1 The SPACE CoE and its flagship codes

HPC-based numerical simulations are essential for modelling the

physical processes shaping our universe and thus advancing A&C

knowledge. HPC is also critical for processing modern simulation

outputs, requiring exascale computing to enable high-resolution,

reliable analyses. The transition to exascale computing presents

challenges due to the complexity of modern HPC architectures,

which require significant updates to existing simulation and data

analysis codes. In response, European CoEs were established under

Horizon Europe to enhance and scale parallel codes for exascale

performance, fostering collaboration between academia, industry,

and technology providers. One such initiative is the Scalable Paral-

lel Astrophysical Codes for Exascale (SPACE) CoE
1
, which aims to

adapt and optimise European A&C simulation codes for exascale

systems. Supported by various European nations and organisa-

tions, SPACE promotes co-design activities, knowledge sharing,

and the development of advanced computational techniques to

maintain Europe’s leadership in scientific research. SPACE focuses

on improving scalability, energy efficiency, data processing, and

1
SPACE: https://www.space-coe.eu/
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Figure 1: gPluto weak scaling results for the 3D Orszag-Tang

onMareNostrum 5ACC,MeluXina GPUnodes, and Leonardo

(Booster and DCGP) (left). Snapshots of the magnetic energy

density (
1

2
𝐵2) at time t = 32.5 (right). Here, time is expressed

in units of the light-crossing time of the sheet length.

visualisation capabilities, as well as the collaboration with ML and

HPC experts to ensure that upgraded codes meet current and future

computational demands in A&C research.

1.1 Pluto

The Pluto code delivers a modular, multiphysics and multi-algo-

rithm framework for simulating astrophysical flows in the presence

of high-Mach number flows. It allows independent selection of var-

ious hydrodynamic modules and algorithms to accurately model

Newtonian hydrodynamics (HD), relativistic HD (RHD), magne-

tohydrodynamic (MHD), relativistic MHD (RMHD), and resistive

relativistic MHD fluids (ResRMHD). The modular design is based on

a robust framework for integrating hyperbolic conservation laws

by means of modern Godunov-type shock-capturing schemes to

ensure high accuracy. Generally speaking, these methods comprise

three steps: a reconstruction routine followed by the solution of a

Riemann problem at zone edges, and a final update stage.

The new upcoming version of the Pluto code, gPluto
2
, has

been specifically redesigned to support computations on Graph-

ics Processing Units (GPUs) at the forefront of the exascale era.

More specifically, gPluto has been entirely rewritten in C++, and
relies on the OpenACC programming model to provide acceleration

up to thousands of GPUs, showing excellent parallel performance.

gPluto maintains as much backward compatibility as possible

when compared to its predecessor and a very similar user interface.

MPI communications use non-blocking MPI calls and asynchronous
data exchange. The development of gPluto involved numerous

modifications to optimise parallelisation and memory access, along

with a transition from C to C++. This transition introduced classes

for multidimensional arrays and function templates. Implementa-

tion details are described in [3] and [14]. The left panel in Fig. 1

shows weak scaling tests of the code conducted on CPU and GPU

partitions of three different HPC platforms: MareNostrum 5 Accel-

erated Partition (GPU), Leonardo Booster (GPU), MeluXina GPU

nodes (GPU), and Leonardo DCGP (CPU). The benchmark executed

is the 3D version of the well-known Orszag-Tang test. Recently,

gPluto has been used to perform 4th-order accurate 3D numerical

2
gPluto: https://gitlab.com/PLUTO-code/gPLUTO

Figure 2: OpenGadget3 strong scaling results of different

gravity-only boxes on the Leonardo Booster using three

test cases (left). Visualisation of Box3 from the Magneticum

Pathfinder simulation set (right). The shown region spans a

total size of ∼ 180Mpc and contains ∼ 3.5 ∗ 108 dark matter,

gas, star, and black hole particles (image credit: B. Seidel).

simulation of magnetic reconnection, triggered by the tearing in-

stability within a resistive relativistic MHD (ResRMHD) framework

[4] (Fig. 1 right panel). These computations took advantage of the

Leonardo Booster, enabling high-resolution results that would be

otherwise unattainable within reasonable timeframes.

1.2 OpenGadget3

OpenGadget3
3
is a collisionless N-Body/Lagrangian cosmological

code that uses the smoothed particle HD (SPH) computational

method to describe the motion of fluids in addition to gravitational

forces, which are calculated using a tree structure. The code allows

simulations in a full cosmological context, i.e. accounting for an

expanding background and the presence of matter, both “dark” and

baryonic (ordinary matter), and dark energy. In addition to the

gravitational problem, it also simulates the evolution of baryonic

matter, accounting for HD and various physical effects such as

radiative cooling, star formation, energy feedback, radiative transfer,

magnetic fields, and more. Although the full cosmological context

is often the default choice (see right panel of Fig. 2 for an example),

having a non-expanding background and a setup with only dark or

baryonic matter is equally possible.

OpenGadget3 evolved from the publicly available Gadget-

2 code [20]. The code is written in C/C++ and uses a hybrid par-

allelisation (MPI+OpenMP). OpenGadget3 has been significantly

improved compared to its base version, for example, by adding a

new state-of-the-art SPH implementation [2], a meshless finite mass

solver [8], and OpenACC support for running on multiple GPUs [18].

As shown in the left panel of Fig. 2, the code using the OpenACC
implementation is scaling well up to a few thousand GPUs. Based

on this, we are also implementing OpenMP offloading, and have ex-

perimented with a new strategy of finding neighbours and walking

the gravity tree. By coalescing the walk for bunches of particles

that belong to the same space region, we consequently synchronise

threads and avoidmemory divergence. Calculating the gravitational

force via direct summation of all the particles within such a bunch

of particles avoids branching and conditionals, thus enhancing vec-

torisation. A proof of concept shows an additional ∼ 10× speedup

compared to the currently employed approach.

3
OpenGadget3: https://gitlab.lrz.de/MAGNETICUM/Hydro-OpenGadget3
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Figure 3: Weak scaling of Ramses (before optimisation) on

the CPU partition of several EuroHPC systems for the Sedov

test case with 128
3
cells per core (left). Projected image of

the cosmological volume test case (right).

1.3 Ramses

Ramses
4
is an adaptive mesh refinement (AMR) code used to study

astrophysical fluid dynamics and the formation of structures in the

Universe [22]. It is based on an oct-tree structure, where parent

cells are refined into children cells on a cell-by-cell basis following

some user-defined criteria. It couples an Eulerian solver for gas dy-

namics (hydro) with a particle-mesh (PM) method for collisionless

components such as dark matter. The diversity of physics modules

included in the code, such as MHD, radiative transfer, self-gravity,

and various star formation models, allow for the detailed simulation

of complex astrophysical systems ranging from stellar interiors to

large cosmological volumes. We focus our efforts on improving

performance on the main modules (hydro, gravity, PM, and AMR),

as probed by three selected test cases: a Sedov blast wave, a cos-

mological box (Fig. 3, right panel), and an isolated galaxy. The left

panel of Fig. 3 illustrates the weak scaling of the Sedov test.

Ramses is written in Fortran90 and parallelised with MPI using

domain decomposition. Internal vectorisation is already excellent.

To further improve scaling, we focus on tackling issues related to

MPI communications. A key limitation when scaling Ramses to

a larger number of processes is the increasing surface-to-volume

ratio of the MPI domains. This results in a significant memory over-

head due to boundary duplication between neighbouring domains.

To address this, we are integrating OpenMP to implement a hybrid

parallelisation strategy, reducing the number of MPI domains while

increasing their volume. This approach improves memory efficiency

by a factor of 10 and decreases MPI communication overhead, re-

sulting in better execution times and enhanced scalability.

1.4 iPIC3D

The Implicit Particle-in-Cell 3D (iPIC3D
5
) code [12] is a Particle-

in-Cell (PIC) simulation tool developed primarily to study plasma

dynamics on kinetic scales (see the left panel of Fig. 4 for an example

of simulation). The individual (macro)particles used to represent

plasma particles are evolved in a Lagrangian framework whereas

the moments (plasma density, current, etc) and the self-consistent

electric and magnetic fields are tracked on an Eulerian grid. The

three main kernels of iPIC3D are (a) Particle Mover, (b) Moment

4
Ramses: https://git-cral.univ-lyon1.fr/hpc/space/ramses

5
iPIC3D: https://github.com/Pranab-JD/iPIC3D-CPU-SPACE-CoE
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Figure 4: Current-density distribution of a high-resolution

3D simulation of relativistic magnetic reconnection with

iPIC3D (left). Weak scaling of iPIC3D on LUMI-C (right).

Gatherer, and (c) Field Solver. Due to the implicit nature of the un-

derlying algorithm, as opposed to explicit PIC methods, unresolved

scales do not lead to numerical instabilities. This enables the use of

time steps and spatial grid sizes that are 10 to 100 times larger than

those typically required in traditional explicit PIC codes.

In collaboration with KTH Sweden, we have developed a new

version of the code that offers GPU support with CUDA (for NVIDIA
GPUs) and HIP (for AMD GPUs), nonblocking asynchronous com-

munication across MPI subdomains, and in-situ visualisation using

Paraview/Catalyst. The right panel of Fig. 4 illustrates the weak

scaling of the code on LUMI-C, demonstrating a parallel efficiency

of over 90%.

We have recently implemented the Energy Conserving Semi-

Implicit Method (ECSIM) [10, 11] in this new version of the code

which enables us to conserve energy of the system exactly up to

machine precision. We have also implemented the relativistic semi-

implicit method (RelSIM) [1], which is the relativistic counterpart

of ECSIM. At present, the moment gatherer module is the most ex-

pensive part of the computation, encompassing ∼ 80% of the overall

runtime. We aim to further optimise this module via vectorisation.

After optimisation, we will implement ECSIM and RelSIM algo-

rithms in the GPU code. This will follow ongoing efforts to scale

these algorithms, along with iPIC3D, to several thousand GPUs,

potentially paving the way for exascale computing.

1.5 ChaNGa

ChaNGa
6
is an N-body and smoothed particle MHD (SPMHD)

code designed to simulate a wide range of astrophysical systems

[9, 13] (see Fig. 5 left panel for an example). Building upon the

gravity and SPMHD algorithms of gasoline [24] and pkdgrav [21],

ChaNGa leverages the Charm++ framework to deliver superior

parallel scalability compared to its predecessors. This scalability

stems from three key features of Charm++. First, overdecomposi-

tion, which divides the computational workload into many more

units (called chares or tree pieces) than available processors. Sec-

ond, dynamic load balancing, where the Charm++ runtime system

dynamically manages chares through continuous load-balancing

strategies, evaluating and migrating tree pieces between proces-

sors during execution to maintain optimal load distribution. Third,

6
ChaNGa: https://github.com/N-BodyShop/changa
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Figure 5: Magnetic field strength distribution from a high-

resolution galaxy simulation performed with ChaNGa (left).

Weak scaling performance of ChaNGa across multiple Eu-

roHPC supercomputers (right).

asynchronous task-based execution model, in which computation

is message-driven, with tasks triggered by asynchronous messages.

This model enables overlapping computation and communication,

reducing idle time and enhancing efficiency. The right panel of

Fig. 5 demonstrates ChaNGa performance, showing excellent scal-

ing across up to 65,536 cores on the CPU partitions of multiple

EuroHPC supercomputers. Charm++ also provides support to ex-

ecute CUDA kernels on the GPU asynchronously and to manage

data transfers between the CPU and GPU. ChaNGa has previously

only ported its gravity module to GPU, which has shown excellent

scaling up to ≈ 3, 000 nodes (1 GPU per node) on the Piz Daint

supercomputer. Recently, we have begun enhancing ChaNGa’s

GPU module by offloading computationally intensive tasks to the

GPU. As a first step, we have implemented a preliminary GPU

offload for the radiative cooling module, achieving a speedups vary-

ing from 4× to 20× depending on the test case. Additionally, we

have improved communication balance within ChaNGa by imple-

menting tree-piece replication, which distributes tree pieces across

multiple processors, preventing any single processor from being

overwhelmed with messages.

1.6 BHAC

The Black Hole Accretion Code (BHAC
7
) is a multidimensional

General RMHD (GRMHD) code that is mainly used to study ac-

cretion flows onto compact objects [15, 17]. BHAC has been de-

signed to solve the GRMHD equations in arbitrary stationary space-

times (Cowling approximation) exploiting AMR techniques with

an oct-tree block-based approach provided by the MPI-AMRVAC

framework
8
. The code is second-order accurate and uses finite vol-

ume and high-resolution shock-capturing (HRSC) methods. Origi-

nally designed to study black hole (BH) accretion in ideal GRMHD,

BHAC has been extended to incorporate nuclear equations of state,

neutrino leakage, charged and purely geodetic test particles, and

non-black hole fully numerical metrics. In addition, a non-ideal

resistive GRMHD module has been developed and implemented.

BHAC’s results, after a general-relativistic ray-tracing (GRRT) post-

processing, can be used to compute synthetic observable images

7
BHAC: https://gitlab.itp.uni-frankfurt.de/BHAC-release/bhac

8
MPI-AMRVAC: https://amrvac.org

Figure 6: BHACweak scaling (left) on Leonardo Booster (GPU

partition) for the 3D simulation of amagnetised torus around

a Kerr black hole–z=0 plane shown (right).

of BH shadows and the surrounding accretion flows. These calcu-

lations are performed with the GRRT Black Hole Observations in

Stationary Spacetimes (BHOSS) code [25]. The GRMHD simulation

data produced by BHAC are used as input for BHOSS to produce

accretion flow and BH shadow images. Currently, two modules

have been ported to GPU using OpenACC and are fully operational

on multiple GPUs: the primitive reconstruction scheme and the Rie-

mann solver. The former is the most resource demanding module of

BHAC. The multi-GPU performance of BHAC is presented in Fig. 6

(left panel) where an approximate 95% weak scaling efficiency up

to 1,024 GPUs is achieved. As test case, a 3D simulation of a mag-

netised torus around a Kerr black hole–z=0 plane was used (right

panel of Fig. 6). The current GPU-port yields a ∼ 20× speedup over

the CPU version. Ongoing optimisations aim to boost performance

further by improving parallel efficiency and reducing CPU-GPU

data transfers.

1.7 FIL/GRACE

FIL is a GRMHD code capable of simulating relativistic fluids on a

curved, dynamically evolving spacetime. This feature, which dis-

tinguishes FIL from BHAC, makes it well-suited for modelling BH

neutron star (BHNS) and binary neutron star (BNS) collisions (see

the right panel of Fig. 7 for an example). FIL leverages the com-

putational infrastructure of the Einstein Toolkit (ET), a codebase

designed to support numerical relativity simulations. This includes

features such as box-in-box AMR and fourth-order Runge-Kutta

integration methods, both of which are employed by FIL. FIL is

the successor to Illinois GRMHD, the first open-source GRMHD

code for BNS simulations. With fourth-order finite difference meth-

ods and a tabulated Equation of State (EOS) interface, FIL offers

improved accuracy and enables exploration of the nuclear EOS

parameter space. FIL is written in C++ and uses MPI and OpenMP for
parallelisation. Strong and weak scaling tests of the code are shown

in the left panel of Fig. 7.

Work is currently underway to replace the functionalities of the

ET framework used in FIL with a new computational infrastructure

called GRACE. GRACE is a GRMHD codebase built on Kokkos
to leverage heterogeneous HW. This will allow FIL to run on a

multitude of GPU models. Unlike the current FIL implementation,

which is strictly based on Cartesian coordinates, GRACE supports

multiple coordinate systems. This flexibility enables simulations

181
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Figure 7: Strong and weak scaling of FIL on Marenostrum

(left). Density plot of BNS collision (right).

X86_64 AARCH64

Compiler GNU IFORT IFX GNU GNU ACFL ACFL

NEON SVE2 NEON SVE2

Time gain (%) 3.7 1 9 - 9.6 2.7 4.1

Table 1: Gains achieved on Ramses hydro module by optimis-

ing vectorisation with different compilers and architectures.

to exploit problem-specific symmetries, improving computational

efficiency.

2 Profiling, Co-design & Energy Efficiency

Profiling. Optimisation of all SPACE codes is a key objective of the

project. To enable focused optimisation and GPU acceleration of

the most critical parts of the codes, a rigorous profiling campaign

was done using the POP3 CoE
9
methodology and tools.

Co-design. Another key objective of SPACE is to prepare code for

emerging European technologies, as those developed within the

EPI-SGA2
10

and EUPEX
11

projects, by targeting the Rhea proces-

sor from SiPearl with High Bandwidth Memory (HBM) and ARM

Neoverse V1 cores. This involves close collaboration between ap-

plication developers and HW/SW technology providers to facilitate

knowledge exchange and mutual influence. Our investigation fo-

cuses on two primary performance tracks: (i) evaluating the impact

of HBM versus Double Data Rate (DDR) memory, using Intel Sap-

phire Rapids HBM processors as a reference; and (ii) assessing the

maturity of the ARM ecosystem, including compilers and third-

party libraries, with a particular focus on the capability to compile

code that efficiently leverages Scalable Vector Extension (SVE) for

Single Instruction Multiple Data (SIMD) operations. In the absence

of the Rhea processor, we currently use ARM-based platforms such

as the NVIDIA Grace CPU for early development and testing. For

example, Table 1 showcases the performance gains achieved by

optimising the vectorisation of Ramses using different compilers

on both x86_64 and AARCH64 architectures. While performance

improvements were observed with all compilers, the optimal set of

optimisations is dependent on both the compiler and the architec-

ture. This dependency complicates the task of achieving portable

code vectorisation.

Improving Energy Efficiency. As energy awareness is becoming

an essential focus for all data centre operators, all SPACE codes

have been analysed in terms of energy efficiency on several HPC

9
POP: Performance Optimisation and Productivity CoE: https://pop-coe.eu/

10
EPI: European Processor Initiative: https://www.european-processor-initiative.eu/

11
EUPEX: European Pilot for Exascale: https://eupex.eu/

HW CPU or GPU

frequency [GHz]

Energy efficiency

[MFLOPs/W]

Node energy

savings

Runtime

impact

Nvidia

A100 GPU

default - – 100 %

1.29 - -6 % 103 %

1.11 - -9 % 113 %

Intel

Xeon 9468

w. HBM

default 376 – 100 %

CF 2.6; UCF 1.4 398 -4 % 101 %

CF 2.6; UCF 1.0 411 -6 % 105 %

Nvidia

Grace

CPU

default 628 – 100 %

CF 2.9 GHz 805 -22 % 101 %

CF 2.1 GHz 964 -35 % 122 %

Table 2: Energy efficiency analysis results for Pluto code.

machines and modern HW platforms. We have investigated how

to tune the performance knobs provided by different platforms

(CPU core frequency (CF), CPU uncore frequency (UCF), and GPU

streaming multiprocessor frequency) to minimise energy consump-

tion when running SPACE codes. Table 2 shows that ARM-based

NVIDIA Grace CPU delivers much better energy efficiency. In addi-

tion, by proper HW setup we can save up to 22% of energy without

runtime impact. For A100 GPUs, energy consumption can be re-

duced by up to 9% with minimal runtime impact. For more details

see public deliverables D2.2 and D2.4
12
.

3 Extreme Data Processing and Analysis

One SPACE CoE objective is to integrate data analysis techniques

with exascale A&C applications to enhance scientific discoveries

from numerical simulations. Extreme data processing and analysis
addresses this topic by developing prototype frameworks based on

workflow engines to design modular HPC applications [5] and on

visualisation and ML tools detailed hereafter.

High Performance Visualisation. State-of-the-art large-scale

A&C simulations generate petabytes of data, capturing the evolu-

tion of millions of objects across 3D space and numerous physical

parameters. Developing visualisation systems for pre-exascale ar-

chitectures is challenging due to HW/SW compatibility, data man-

agement, scalability, energy efficiency, and resource constraints,

making development and porting processes complex and requiring

careful, system-specific optimisation. SPACE is developing three

visualisation strategies to address the aforementioned challenges,

which are relevant to the A&C community [23] and potentially

applicable to simulation results from other scientific domains: 1) A

novel solution for in-situ visualisation using Hecuba
13
, where the

analysis and visualisation run concurrently with the simulation,

bypassing the need to store the full outputs and permitting the

visualisation during runtime. 2) A workflow to produce cinematic

visualisations [7] of large volumetric datasets in Blender
14

with

high-level of control over the image quality, applied to SPMHD

data from ChaNGa. 3) The adaptation of VisIVO
15

modular appli-

cations [19] for high-performance data visualisation to efficiently

exploit (pre-)exascale HPC systems. For this approach, the work-

flow management system StreamFlow [6] is adopted in order to

improve portability and reproducibility of the workflow systems

12
SPACE deliverables: https://www.space-coe.eu/deliverables.php

13
Hecuba: https://github.com/bsc-dd/hecuba

14
Blender: https://www.blender.org/download/

15
VisIVO: https://visivo.readthedocs.io/
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by simplifying the definition, execution, and management of the

different visualisation tasks.

ML for Astrophysics. Simulations are sophisticated models used

to interpret observations and make testable predictions as an in-

tegral part of the scientific method. However, their growing size

and complexity is becoming a barrier to their own interpretability.

Exascale A&C simulations will produce outputs that will be very

challenging for humans to interpret and analyse. SPACE is lever-

aging powerful scalable ML methods to maximise the scientific

discovery potential of these expensive simulations with a focus on

exploration, interpretation, and inference. In addition to facilitat-

ing the interpretation and analysis of simulation outputs, we have

identified the potential to integrate ML models directly into codes

at runtime. This approach offers a promising path to efficiently

and accurately incorporate physical processes that are currently

too computationally expensive to model in large-scale simulations.

SPACE is developing three ML applications to enhance the scientific

workflows of exascale A&C simulations. The first one consists of a

modular framework for interactive explorative access and knowl-

edge discovery in arbitrarily large cosmological simulations using

Representation Learning [16]. The second application complements

this with a general inference tool that allows cosmological simula-

tions to predict the physical properties and evolution of observed

cosmic structures based on observables. The last application aims

to develop a surrogate ML model to include costly radiative transfer

effects in the largest cosmological simulations by pretraining using

detailed calculations.

4 Services For the Community

Transition to exascale HPC demands an up-to-date approach to

code writing and integration. It is within this context that the fol-

lowing services have been implemented: services for continuous

integration, issue tracking, and data archiving form the foundation

of the modern development and research infrastructure. Also, a

new vision of continuous deployment is under evaluation in order

to be compatible with national computing centres and their security

policies and to deal with target machine recipes in a much easier

way. The SPACE CoE is defining I/O standards and data models for

the A&C community. The goal is to enable data exchange between

compatible simulation codes and make outputs accessible to the

broader community. A standardised metadata model is also being

developed to describe simulation results, supporting discovery and

reuse. This model follows the Findable, Accessible, Interoperable,

Reusable (FAIR) principles and builds on the work of the Interna-

tional Virtual Observatory Alliance (IVOA).

5 Training activities

A key focus of the SPACE CoE is delivering high-quality training

to support the broader scientific and industrial community. To this

end, SPACE organises a diverse range of events, including webi-

nars, workshops, tutorials, schools, and hackathons, targeted at

early-career researchers and professionals. These activities cover

topics such as A&C codes, dataset discovery, data processing, ML,

HPC visualisation, and energy efficiency in HPC. Training content

also includes updates on exascale development from SPACE code

developers and HPC experts. All materials are publicly available

via the SPACE CoE website and YouTube channel. SPACE actively

collaborates with initiatives like EuroCC and CASTIEL (Training

Sprint), alongside other CoEs and host institutions, to expand its

reach. Events are promoted through the website, LinkedIn, newslet-

ters, and mailing lists to engage the HPC community and potential

users.

6 Summary

The SPACE CoE has recently passed its two-year milestone and

is now fully engaged in application optimisation and porting ef-

forts for both current and future EuroHPC systems. Our results

demonstrate strong code scalability and active porting to advanced

architectures, ensuring long-term sustainability and performance.

Extensive work is also underway in energy efficiency, profiling,

optimisation, and extreme-scale data processing, analysis, and vi-

sualisation. For the latest updates and detailed information, please

visit our project website
16
.
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